Monte Carlo modeling of electron backscattering from carbon nanotube forests
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The authors present a new Monte Carlo tool capable of simulating electron trajectories in nanotube forests, taking into account the underlying nanoscale nature of the material. The scattering angle distribution is adaptively modified at each step of the simulation according to the local environment (how the nanotubes are positioned, their diameters, and internanotube distances). This provides additional degrees of freedom in the Monte Carlo simulation that are directly related to the internal structure of the nanotube forest, allowing the model to closely match experimental data. © 2010 American Vacuum Society. [DOI: 10.1116/1.3511506]

I. INTRODUCTION

The interaction of electron beams with solids has been studied for a long time because of interest in both the fundamentals of the interaction mechanisms and predicting electron yield as well as making vacuum devices such as electron multipliers and detectors. Carbon nanotubes (CNTs), with their interesting electrical, mechanical, thermal, and optical properties, are promising candidates for many applications, in particular, in the areas of electronics and free-electron devices. Given the nanoscale and hollow structure of CNTs, their interaction with electron beams and imaging mechanisms in electron microscopy are expected to be quite different from those of bulk materials. Electron energy loss spectra in carbon nanostructures have been calculated by considering the polarizability of each carbon atom in the structure. A model for calculating the dielectric response function for CNTs has also been proposed and used to calculate electron inelastic mean free paths and average energy transfer for single inelastic scattering. Experimental works on the imaging mechanisms of CNTs (Refs. 10–14) and high electron yield from coated multiwalled nanotube (MWNT) forests have been reported. The interaction of electrons with CNTs has also been studied using first-principles simulations. However, to the best of our knowledge, there is no report on modeling backscattered or secondary electron yield from CNTs or CNT-based structures such as forests of vertically aligned CNTs.

The Monte Carlo method has been used extensively for the simulation of electron trajectories and yield from bulk materials. The material is implemented as a homogeneous, isotropic structure for the purposes of these Monte Carlo simulations. However, a CNT forest is a semiregular array of a large number of substructures (individual CNTs) with empty spaces in between, making it a nonhomogeneous and anisotropic structure. One would expect that such a structure cannot be treated in the same manner as a regular bulk material in a physically meaningful way. Recently, we reported unusual electron backscattering and secondary electron emission behavior from CNT forests. This was attributed to the porous nature of the structure that leads to an unusually high electron penetration range (distance traveled by the primary electron inside a specimen before it loses all of its kinetic energy). Here, we present a semiempirical model for electron backscattering from CNT forests using physically meaningful empirical parameters. These parameters bring additional degrees of freedom into the simulation that can be directly correlated with the internal structure of the forests. We also present the results of Monte Carlo simulations based on this model and compare the results with our previously published and new experimental data.

II. FABRICATION AND EXPERIMENTS

The fabrication of CNT forests and details of experimental measurements have been discussed elsewhere. In brief, CNT forests were fabricated using standard microfabrication for patterning catalyst and chemical vapor deposition (CVD) for the growth of CNTs. Al and Fe of 10 and 2 nm, respectively, in thickness were used as catalyst to grow vertically aligned, millimeter-long MWNT forests. The backscattering yield was measured from the CNT forests in a scanning electron microscope for a wide range of primary beam energies.

III. MODEL

Our model is based on the widely accepted Monte Carlo model by Browning et al. In this model, the step length of an electron is obtained from

$$s = \lambda \ln R,$$

where $s$ is the step length (which follows a Poisson distribution), $\lambda$ is the mean free path (MFP), and $R$ is a uniform random number between 0 and 1. MFP ($\lambda$) can be estimated from the density of the target and its scattering cross section.

The scattering angle ($\theta$) is estimated from a fitted Mott differential cross section. The fitted cross section is com-
posed of two parts: the screened Rutherford and isotropic distributions, which lead to the following forms for scattering angle distribution:

\[ \cos \theta = 1 - \frac{2\alpha R}{1 + \alpha - R} \]  \hspace{1cm} \text{(Rutherford scattering), (2)}

\[ \cos \theta = 1 - 2R \]  \hspace{1cm} \text{(isotropic scattering), (3)}

where \( \alpha \) is the screening parameter. Only the screened part of the cross section depends on the screening parameter. For pure bulk material, \( \alpha \) is calculated from

\[ \alpha = \frac{7 \times 10^{-3}}{E}, \]  \hspace{1cm} \text{(4)}

where \( E \) is the incident electron energy in keV.

The azimuthal angle \( (\phi) \) is calculated from a uniform distribution

\[ \phi = 2\pi R, \]  \hspace{1cm} \text{(5)}

Fig. 1 shows typical electron trajectories and a single step of a Monte Carlo simulation for a bulk material. The incident energy at each step is calculated based on the energy loss rate, obtained from

\[ \frac{dE}{ds} = -785 \frac{\rho Z}{AE} \ln \left( \frac{1.166(E + tJ)}{J} \right) \text{ eV/Å}, \]  \hspace{1cm} \text{(6)}

where \( s \) is the interaction length [Eq. (1)] in the traveling direction of the primary electron, \( \rho \) is the density of the target, \( Z \) is the atomic number, \( A \) is the atomic weight, \( E \) is the incident energy, \( J \) is the mean excitation potential, and \( t \) is an empirical factor, which is usually 0.77 for carbon.\(^5\,6\,27\)

This method has been extensively used for bulk materials.\(^28\,29\) On the other hand, as mentioned earlier, a CNT forest is an array of many individual CNTs (Fig. 2) and may behave differently from a bulk solid. For the purposes of the present work, we defined the forest as a rectangular array of CNTs [Fig. 2(b)], although this does not diminish the generality of the model. Each grid point indicates the center of a CNT in the forest. We estimated the average diameter of the CNTs (10 nm) and the spacing between CNT walls (36 nm) based on transmission electron microscopy and experiments on liquid-induced shrinkage of the forests, as reported previously.\(^24\)

Another important parameter is the density of the forests. It is known that backscattering from the surface is not highly sensitive to density.\(^6\) However, the sidewall scattering observed from these forests at high primary beam energies seems to be due to the low density and porous nature of the forests.\(^24\) For a given chirality of nanotubes and number of walls per MWNT, the density can be obtained from

\[ \text{density}(\rho) = N_{TA} \times N_{AL} \times m_1, \]  \hspace{1cm} \text{(7)}

where \( N_{TA} \) is the number of CNTs per unit area, \( N_{AL} \) is the number of atoms along the CNT axis per unit length of the CNT, and \( m_1 \) is the mass of a carbon atom. Due to the low level of control in existing fabrication processes, not only do these parameters vary from forest to forest, even within one forest, the CNTs will have different chiralities and numbers of walls. The density of MWNT forests can be estimated to be on the order of \( 10^{-2} \) g/cm\(^3\) for an internanotube spacing of \( 36 \text{ nm} \) (distance between the outer walls of adjacent nanotubes) depending on the number of walls and chiralities. For example, for a four-wall MWNT including chiralities of \( (95, 0), (104, 0), (113, 0) \), and \( (122, 0) \), the density is 0.0296 g/cm\(^3\). Futaba et al. estimated the density of their single-walled CNT forests to be on the order of \( 0.029 \) g/cm\(^3\) (calculated for an inter-CNT spacing of 16.4 nm and CNT diameter of 2.8 nm).\(^30\) Given these variations, we kept the density as an empirical parameter to be obtained by fitting to the experimental data.

Next, we turn to the treatment of the scattering angle, which constitutes the main difference between the proposed model for CNT forests and the bulk model. Figure 3 shows a typical distribution of scattering angles (obtained from 10,000 scattering events) and its dependence on the screening parameter \( (\alpha) \). A low value of \( \alpha \) indicates a higher probability of low angle scattering, and vice versa. Given a fixed value of \( \alpha \) for the simulation, the scattering angle probability distribution depends only on the incident energy. For CNT forests, which consist of individual CNTs with empty spaces.
in between, the idea is to adaptively shift the scattering angle distribution at each step of the simulation based on the position of the primary electron. The rationale is that, for a given step of the Monte Carlo simulation, larger scattering angles are to be favored if an electron scatters from the wall (Fig. 4, R-2) of a CNT compared to when it scatters in the empty spaces between CNTs (Fig. 4, R-3) or inside a CNT (Fig. 4, R-1). One way to achieve the required modification may be to adaptively vary the width of the scattering angle distribution by adopting a higher value for the screening parameter for steps where the primary electron ends up on the CNT wall (Fig. 4, R-2) and a lower value when the scattering site is far from the CNT wall (R-1 and R-3 in Fig. 4). However, this approach still would not take the anisotropic nature of the forest into account. Therefore, in the proposed model, rather than changing the width of the scattering angle distribution, we shifted the center of the distribution according to the location of the scattering site in each step. To implement this, the effective CNT shell thickness (Fig. 4) was introduced as an empirical parameter.

The position of the primary electron relative to the surrounding CNTs was checked at each step of the simulation. Note that we did not need to save the positions of all the nanotubes in the memory, which would have been prohibitive due to the extremely high number of nanotubes forming the forest. Instead, having them on a regular grid allowed us to easily determine the relative position of the electron and the nanotubes in its close proximity at every step. This made the simulator memory-efficient and allowed the simulation of macroscopically sized forests in a reasonable time on a regular computer. If the primary electron fell within the shell of a CNT (Fig. 4, R-2), the center of the scattering angle distribution (the direction of forward movement) was changed according to the elastic collision law (mirror reflection) to favor large angle scattering. This is illustrated in Fig. 4, where the direction of forward movement is shifted from the \( e_f \) direction to the \( e_e \) direction. In this way, the inhomogeneous and anisotropic nature of CNT forests were incorporated in the simulation and the empirical parameters were found by fitting to experimental data. Note that in reality, the nanotubes in the forest, although overall highly aligned, are not perfectly straight and have wiggle and physical entanglement with each other. Since the exact geometry of all the nanotubes in the forest cannot be known, we include this effect by assuming that the (straight) nanotubes are in an effective background space (R-1 and R-3 in Fig. 4), where electrons do scatter, although without shifting the center of the scattering angle distribution. In addition, a portion of the sidewall scattered electrons hit the substrate. Hence, the substrate was also included in the simulation and treated with the standard bulk model.

**IV. RESULTS AND DISCUSSION**

Figure 5 shows 100 electron trajectories simulated by our Monte Carlo simulator at a primary energy of 20 keV. The simulator was implemented in MATLAB. The straight lines at the end of the trajectories indicate that electrons are escaping from the surface or side of the forest. As can be seen, sidewall escape is the major source of backscattered electrons at high energies as was previously reported in our experimental work.24

Figures 6 and 7 show experimental data for CNT forests with diameters of 500 and 200 \( \mu \)m, respectively, and the corresponding simulation results using our proposed model.
Most of the error bars in the experimental data are masked by the curve markers. Trajectories of 10,000 electrons were simulated at each primary electron energy in all the simulations. The experimental data set shown in Fig. 6 was initially used for finding the empirical parameters. The same values of screening parameter and shell thickness were then used in order to simulate the data of Fig. 7; however, a new value of density (Table I) was found to improve the fit, particularly in the high-energy region. The detailed procedure for finding the empirical parameters is discussed in the Appendix. The structural and empirical parameters used for fitting the simulations to experiments are summarized in Table I.

As can be seen, the simulated results are in good agreement with our measured data. The rms error was found to be less than 0.05 (0.046 for the 500-μm-diameter forest and 0.0139 for the 200-μm-diameter forest). The large angle scatterings from CNT walls in our model were taken care of by the shift of the distribution. Therefore, the lower value of the screening parameter found in our simulation does not contradict the increased probability of large angle scattering from MWNT walls.

At this point, it is also important to try to match the experimental data using the traditional bulk model. The result is shown in Fig. 8 for the 500-μm-diameter forest. In order to obtain a good fit with experimental data, the screening parameter needed to be increased to $9 \times 10^{-3}/E$. This indicates an overall higher probability of large angle scattering for the forest compared to bulk solids.

This result could be due to the fact that the traveling electron now encounters many boundaries (the CNT walls) throughout the structure, which might deflect it significantly more than when the electron travels within a homogeneous material. In addition, electron delocalization along the nanotubes could affect screening and, therefore, the scattering angle distribution. It is thus seen that the bulk model, using this new value of the screening parameter, is quite successful at reproducing the experimental data. The rms error for the predictions of the adjusted bulk model [0.0442 for the 500-μm-diameter forest and 0.0242 for the 200-μm-diameter forest (results not shown here)] was found to be similar to or slightly higher than that for the simulations performed using the proposed model for the same set of experimental data. Therefore, a question might arise regarding the possible advantages of a more elaborate model, such as the one presented here. To address this issue, one has to consider the fact that when the forest diameter is significantly larger than the mean free path of the electrons, which is the case in the experimental data used here, each electron undergoes many scatterings. Although due to the anisotropic nature of the structure, some of these scatterings will be to one side of a particular CNT and some to the other, the effect

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter of the CNT$^a$ (nm)</td>
<td>10</td>
</tr>
<tr>
<td>CNT spacing$^a$ (nm)</td>
<td>36</td>
</tr>
<tr>
<td>Effective CNT thickness</td>
<td>5% of the CNT radius (0.25 nm)</td>
</tr>
<tr>
<td>Screening parameter</td>
<td>$E/\text{keV}$</td>
</tr>
<tr>
<td>Total trajectories</td>
<td>10,000</td>
</tr>
<tr>
<td>Density of the forest (g/cm$^3$)</td>
<td>0.019 for 500-μm-diameter forest and 0.0356 for 200-μm-diameter forest</td>
</tr>
<tr>
<td>Beam direction</td>
<td>Perpendicular to the top surface</td>
</tr>
</tbody>
</table>

$^a$Reference 24.
is averaged out over many scattering events and results in an effective increase in the probability of high angle scattering in all directions. This is why the bulk model works for this system, albeit with a larger screening parameter than usual. However, the situation might be different if the microscopic details of the interaction of each particular electron with the system, such as the preferred directions of escape from a given region within the forest, are of interest. For instance, we speculate that effects similar to channeling of particles in crystals might take place in the CNT forest, the study of which will require a model that deals with the internal, nanoscale structure of the forest. The model proposed here is a first step in this direction.

In addition, our experimental data so far pertain to a case with cylindrical symmetry around the forest axis as the primary electrons impinge on the top surface of the forest perpendicular to it. The situation may be different when this symmetry is broken, such as when the primary beam is incident on the surface of the forest at an oblique angle. It was observed that the proposed model would deviate noticeably from the adjusted bulk model for an obliquely incident beam (keeping all the parameters the same as before for both models).

Figure 9 shows a comparison of the predictions of our proposed model with those of the adjusted bulk model for an oblique beam. It is seen that the adjusted bulk model predicts a higher backscattering yield than the proposed model for primary energies up to ~15 keV for an obliquely incident beam, whereas it predicts otherwise for perpendicular incidence above 5 keV.

### V. SUMMARY

A model for electron backscattering from CNT forests taking into account the internal nanoscale nature of the forest structure was proposed and parametrized using experimental data. It was also seen that the traditional bulk model could generate similar results (although with a new value of the screening parameter). However, if the microscopic aspects of the electron movement through the forest and phenomena similar to channeling are of interest, the bulk model cannot provide an adequate representation and more elaborate models, taking the porous forest structure into account, are needed. The model proposed here is a first step in this direction. These results may have important implications in the study of the interaction of electron beams with nanostructures, such as for modeling secondary electron emission or x-ray microanalysis from CNT-based structures.
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### APPENDIX

The empirical fit procedure is shown in the flow diagram (Fig. 10). To find an optimal method, we first simulated the distinct effects of each empirical parameter on the backscattering coefficient of a 500-μm-diameter forest. It was observed that the screening parameter affects the entire energy range. The backscattering yield increases with the increase of the screening parameter and vice versa. The reason is that large angle scattering increases with the increase of the screening parameter (see Fig. 3 and Sec. IV). It was also seen that a smaller effective CNT thickness (i.e., 5% of the CNT radius) produces less fluctuation, which is more realistic (Fig. 6) compared to a higher value of the CNT thickness. It is also known that surface backscattering is not highly sensitive to the density of a material (also confirmed by our

---

**Fig. 9.** Comparison of the proposed and adjusted bulk model for the predicted electron backscattering coefficient from the 500-μm-diameter CNT forest using the extracted empirical parameters. The direction cosines for oblique beam are \( \cos(x) = 0, \cos(y) = -0.9367, \) and \( \cos(z) = 0.3501. \)

---

**Fig. 10.** Flow diagram of the empirical fit routine.
simulations). Sidewall scattering (which affects the yield at high primary energies) increases with the decrease of the density, while surface backscattering remains almost the same. Therefore, we started the empirical fit routine to match the surface backscattering data (Fig. 6 before 12 keV) by sweeping the screening parameter and shell thickness while keeping the density fixed at a reasonable value such as the theoretically estimated value (0.0296 g/cm³).

The rms error was minimized for the surface backscattering data (Fig. 6 before 12 keV) with respect to the screening parameter and effective shell thickness. Once these two parameters were known, the density was adjusted in order to improve the fit (minimize the rms error), in particular, for the high-energy backscattering data (Fig. 6 beyond 12 keV). At this step, the entire data set was taken into consideration to minimize the rms error. Thus, the empirical parameters were estimated from the data set for the 500-μm-diameter forest (Fig. 6).

The same set of parameters (screening parameter, shell thickness, and density) was then used to predict the backscattered yield of the 200-μm-diameter forest. It was found that the experimental surface backscattering data (Fig. 7 before 10 keV) fit the predicted results very well. This indicates that the extracted screening parameter and the effective CNT thickness, derived from the 500-μm-diameter forest, are also applicable to other structures. However, we needed to change the density to 0.0356 g/cm³ (corresponding to a difference of ~26% in the average distance between the CNTs assuming everything else remains the same) to improve the fit for the sidewall scattering part of the data (Fig. 7 after 10 keV). Note that our two forests with the different diameters were grown during different CVD runs. Due to the current limitations of nanotube fabrication, the forest density could vary from growth to growth depending on the uniformity and size of the catalyst particles created during the annealing of the catalyst films. It also depends on the ambient pressure, gas flow rate, and growth dynamics. Therefore, a 26% change in the nanotube spacing or a change in the chirality (which also contributes to the density) is very reasonable in the CVD growth of nanotube forests.